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Abstract

In any dataset with individual forecasts of economic vddapsome forecasters will perform better than oth-
ers. However, it is possible that theme postdifferences reflect sampling variation and thus overstaex
antedifferences between forecasters. In this paper, we pressimple test of the null hypothesis that all
forecasters in the US Survey of Professional Forecastersérgual ability. We construct a test statistic that
reflects both the relative and absolute performance of tteeéster and use bootstrap techniques to compare
the empirical results with the equivalents obtained undemull hypothesis of equal forecaster ability. Re-
sults suggests limited evidence for the idea that the bestésters are actually innately better than others,

though there is evidence that a relatively small group aédasters perform very poorly.

JEL classification: C53, E27, E37.

Keywords: Forecasting, Bootstrap.



Non Technical Summary

This paper proposes a new test for assessing whether performéiecendes among forecast-
ers reflect innate differences in forecasting ability and applies the testtaofidm the Survey of
Professional Forecasters. We calculate a distribution of the perfoentdinadividual forecasters—
based on a new measure of forecasting performance that combineathe qgerformance of the
forecaster with the absolute scale of their errors—and compare thesbutiistrs with the out-

comes that would have been obtained had the actual forecasts beemhaneassigned to different

forecasters each period.

Based on forecasts for output and inflation over the period 1968 tg 200€esults suggest there
is limited evidence for the idea that some forecasters are innately better tleas, ath that thereis a
small number of really good forecasters. A sizeable minority are, howfeerd to be significantly
worse than the bootstrap estimate. Simulations show that the presence ofdérparforming
group tends to result in a rather flattering appraisal of forecasters aptier end of the performance
scale. However, once the sample is restricted to exclude the worst+parfpguintile, there is very

limited evidence for some forecasters significantly outperforming the rest.



1. Introduction

How people formulate expectations of economic variables is one of the keydudtigical issues

in macroeconomics. It is hardly surprising, then, there is a relatively liteyature related to
surveys of professional forecasters. Advocates of rationalotatiens have often emphasised that
for the economy to behave in a fashion that is roughly compatible with ratiompeicéations, all
that is required is for agents to observe the forecasts of a small numpeofessionals who are
incentivized to produce rational unbiased forecasWhether such forecasters do indeed deliver
such unbiased forecasts has been the subject of a number of imporainicel papers such as

Keane and Runkle (1992) and Bonham and Cohen (2001).

The importance of this debate about rational expectations probably rasdau the fact that
most of the literature on the properties of individual-level forecastsd@asstd on testing for ratio-
nality and unbiasedness. There has been very little focus however acdhecyof these forecasts
or how this accuracy may differ across forecasters. For instancegifrsividuals are both fore-
casting the serieg, and one produces a set of forecagts- €1, while the other produces a set of
forecastsy; + eo; Where bothe; andesy; are drawn from zero mean distributions, then both of these
individuals are providing unbiased forecasts. Howevet,,itis drawn from a distribution with a
smaller variance thae; then it is clear that the first forecaster is doing a better job than the sec-
ond. If significant variations of this kind exist across forecasters, this should have implications
for how those involved in macroeconomic policy formulation should use dé&tassseh as the Sur-
vey of Professional Forecasters and also for the public in relation tameyshould process such

information.

In reality, of course, we do not get to observe individuals drawingdasts from fixed and
known ex antestatistical distributions. All we can see are tie postforecasts that individuals
have provided. For this reason, the assessment of individual &iezgaerformance must deal
explicitly with sampling variation. Casual inspection over a number of periodsreeeal certain
forecasters tending to reside in the upper tail of the distribution, while ot#msar in the lower
part. However, this will not tell us whether these performances areveiatjood (or relatively bad)

in a statistically significant sense relative to a null hypothesis in which allishgials are drawing

1Once one factors in costs of gathering information, however, theréngite to how far this argument can be taken,
as discussed in the classic paper of Grossman and Stiglitz (1980).



their forecasts from the same distribution.

Our paper applies a bootstrap approach to assess the extent to whidiséineeol data on the
performance of participants in the Survey of Professional Foresasteonsistent with the hypoth-
esis of equal underlying forecasting ability. Specifically, we simulate disioibs of forecast errors
under the assumption of equal underlying forecast ability and compasentlated distributions
of a measure of cumulative performance with the actual outcome. Theambpnee take is similar
to that used in research such as Kosowski, Timmerman, Wermers, and \200@),( Fama and
French (2010) and Cuthbertson, Nitzsche, and O’Sullivan (2008dess the relative performance

of mutual funds.

To our knowledge, there is only a small existing literature that addressegiggtion of whether
some forecasters are innately better than others, with Stekler (1987 pactteBor (1990) presenting
evidence based on the Blue Chip survey and Christensen, Dieboldh&kaie and Strasser (2008)
presenting evidence based on the Survey of Professional Fomscdddative to this literature, the

approach taken in our paper has a number of advantages.

First, our bootstrap approach does not require a balanced panelgaper contrasts with previ-
ous work in using all the available information on individual forecastindquarance. For example,
Stekler and Batchelor presented evidence based on a small sample offoverfityecasting groups
predicting GNP over the period 1977-1982. Like Christensen et al, eelat® on the forecasts of
individuals who participated in the Philadelphia Fed’s Survey of Profaakkorecasters. However,
whereas Christensen et al only study three individual forecastarpaper examines the forecasting

performance of over three hundred forecasters who providedeangs of twenty forecasts each.

Second, the method used by Stekler and Batchelor ascribed a rankegmchtp each forecaster
and then summed the ranks over a number of periods to arrive at a tesitdtadisvas used to assess
the null hypothesis that the forecasters did not differ significantly in thadletlying ability. This
approach does not take into account #fssolutesize of any of the errors made by a forecaster, so
a forecaster making the biggest error in a particular period is treatedrtieeghatever the size of
this error. In contrast, our approach is based on a test statistic fanpance evaluation that takes
into account both absolute error of the forecaster each period assibkia perfomance relative to

other forecasters.



Third, rather than being a simple yes or no test of equal forecastarpeafice, our approach
provides a graphical comparison of the realized distribution of forecagteomes against the dis-
tribution consistent with this null hypothesis. Our results show that the kgyinvahich the null
hypothesis of equal forecasting ability fails to hold is that there appears trelatively small
fraction of particularly bad forecasters. Once this bottom tail is removede tis relatively little

evidence for superior ability among the remaining forecasters.

2. Testing for Differencesin Forecaster Performance

This section outlines the previous work on assessing the significanceferedifes in forecaster

performance and then describes our methodology.

2.1. PreviousWork

Stekler (1987) studied the forecasts of organisations that participate@ imahthly Blue Chip
survey of economic indicators between 1977 and 1982. Thirty oneelifferganisations provided
forecasts but only twenty four provided forecasts for every periudi ldis study restricted itself

to studying this smaller sample. Stekler's approach assigns a degrep theith forecaster in
predicting thejth variable in period. This ranking procedure is repeated for each period under
consideration. For each variable, the forecaster’s scores aretthenexi over the whole sample of

size N to produce a rank sum of
N
Sij = ZRijt- 1)
i=1

Under the null hypothesis of equal forecasting ability, then each indivghould have an expected

rank sum score o@@ whereK is the number of forecasters. Batchelor (1990) pointed out that,

+1)

5 SO the test statistic

under this null, the expected rank sum has a varian

g=12) NE(K +1)

(2)

follows a2 distribution. Batchelor showed that the results obtained in Stekler’s paipi@récasts

of real GDP and inflation were not above the ten percent critical valueefecting the hypothesis



that all forecasts are drawn from the same underlying distribdtidhus, for these 24 forecasting
groups over this relatively short period, the evidence could be intexghbes consistent with the null

hypothesis of equal forecasting ability.

Christensen, Diebold, Rudebusch and Strasser (2008) is principallytreodadogical paper
that develops a new approach to testing for equal forecasting agcesdending the well-known
forecast comparison test of Diebold and Mariano (1995) to a case ifnace are more than two
forecasts to be compared. As this method requires balanced panelsgtichieseries for forecasts,
their application to the Survey of Professional Forecasters compar#sdleandividual forecasters
who have participated most often in the survey, giving them a time seriestpfadigervations for
each forecaster. They obtain mixed results with tests suggesting eqdiatipesaccuracy for some

variables and not others.

2.2. A Bootstrap Test

We will first describe the statistic we use to assess forecaster perforraaddien move on to
describing our bootstrap exercise. In relation to assessing foregesfermance, the rank sum
approach used by Stekler and Batchelor has a number of weaknkseeglires a balanced panel
of forecasters, which in reality is difficult to obtain because participantsriechst surveys tend
to move in and out over time, so most of the information available from survdgstisThe sum

of period-by-period ranks is also likely to provide a flawed measure refcist performance. A
forecaster who occasionally does well but sometimes delivers dramatiealfipbecasts may score
quite well on this measure but, in reality, there may not be much demand for dfiesgional

services of someone prone to making terrible errors.

An alternative approach would be to compare forecasts according to sgeare error. How-
ever, it is well known that underlying nature of macroeconomic fluctuatiasschanged over time.
We show below that forecasting was more difficult during the period pridhéoso-called Great
Moderation, i.e. prior to 1984. In addition, since forecasters tend to th&seprojections on
similar sets of publicly available information, there is a substantial common eleromdsathe

forecasters. Since we are examining an unbalanced panel, we wanté&odbel not to attribute

2stekler’s paper had used an incorrect formulae for the variandbdarstatistic.



superior forecasting performance to someone lucky enough to liveghilow-variance times.

We address these issues by measuring forecaster performance as.fofor each type of
forecast that we track, we denote by the number of individuals providing a forecast in peripd
while the realised error of individualis denoted as;;. Because some periods are easier to forecast
than others, we construct a normalised squared error statistic for eacll fior each forecaster

defined as
2
€it

Ey=-—"
! ZNt es2) L
=1 Gt N;

3)
This statistic controls for differences over time in the performance of adiclsters—each period
there is a common element that can lead most forecasters to be too high or tndHewforecast—
while still allowing the magnitude of the individual error to matter. For instancdy;aof 2 would
imply that the squared error for individualwas twice the mean squared error for that period.
This method of accounting for errors does not punish forecasters slmpbuse they contributed
forecasts during unpredictable periods. However, the size of anidiodils error relative to the

average error for that period is taken into account.

Once these period-by-period normalised square errors have Heelatsd, we then assign each
forecaster an overall score based on taking an average of their lisethaquared error statistics
across all the forecasts that they submitted. For a forecaster whofiesies in the sample in period

t =TS and last appears in the sample in peried T F, this score is

1 TE-TS+1

R Eirps 4
Sz TE—TS+1 ;} o, TE+) ( )

Our approach to testing the hypothesis of equal forecaster ability cambeaarised as follows.
Suppose that each period’s forecasts were taken from the particgrahigere then randomly shuf-
fled and re-assigned back to the survey participants. Would the realsteddal distribution of
forecaster performance—as measured by $hetatistics—be significantly different from those
obtained from this random re-shuffling? If not, then we cannot rejedhyipothesis of equal under-

lying forecaster ability.

We apply our bootstrap technique in a way that exactly mimics the unbalantee éd the



panel we are using (the Philadelphia Fed Survey of Professionatdsiezs.) Thus, corresponding
to the true Forecaster 3, who joined the SPF survey in 1968:Q4 and stayesl $ample up to
1979:Q4, our bootstrapped distributions also contain a Forecaster 3 imkd pnd left at the same
times. However, in our simulations, the forecast errors correspondiegcto period are randomly
re-assigned across forecasters within that period. In other wand$ootstrap simulations can be
thought of as a re-running of history so that, for example, they contaeriadcalled 1970:Q2,
in which the set of forecasts actually handed in that period are randosifynasl to our simulated
forecasters. We do not reassign errors across periods, so our simulated fonschstd970:Q2

cannot be randomly assigned a forecast error corresponding toathargeriod.

Once we have assigned errors for each period, we calculate ovewedissfor each simulated
forecaster using equatiod)(and save the resulting distribution of scores. We then repeat this pro-
cess 1,000 times, so that we have 1,000 simulated distributions, each basaadamly reassigning
the errors corresponding to each period. This allows us to calculate bengites associated with

each point in the distribution under the null hypothesis of equal forecalsiigy.

For example, suppose we want to assess the outcome achieved by therbmsiting forecaster.
We can compare his or her outcome with both the median “best performen’duw 1,000 draws,
i.e. the “typical” best performer from a random reassignment distributida.can also compare
their performance with the 5th and 95th percentiles, which give us an indioatithe range that
may be observed in “best performer” scores under random reassign If the best performer in
the actual data is truly significantly better than his or her peers, we woukteipeir score to lie

outside the range represented by these bootstrap percentiles.

3. Application to the Survey of Professional Forecasters

The Survey of Professional Forecasters (SPF) provides the mogirebensive database available
to assess forecaster performance. It began in 1968 as a surgiycte by the American Statistical
Assaociation and the National Bureau for Economic Research and was dake by the Federal

Reserve Bank of Philadelphia in 1990. Participants in the SPF are drawvarjy from business

3The results below do this re-assignment with replacement, so that thdozachster is assigned a forecast drawn
from the same full distribution and the same individual forecast carsfigr@ed twice. Results are essentially identical
when we assign the errors without replacement.



with the survey being conducted around the middle of each quarter.

In our analysis we look at the quarterly predictions for output and its tdeflaWe construct
forecast errors for two horizong: = 1, which corresponds to a “nowcast” for the current quar-
ter andh = 5, which corresponds to the one year ahead forecast error. Outgubhfation data
are continuously revised and thus for each quarter several meas$ineth variables are available.
Following Romer and Romer (2000), we construct the errors using theefighat were published
two quarters following the date being forecasted. In other words, werasthat the aim of partic-
ipants was to forecast the variable according to the measurement congethigo prevailed when

the forecast was being collected.

The measure of output is Gross National Product (GNP) until 1991 amss®omestic Product
(GDP) from 1992 onwards. The evaluation sample begins in 1968:Q4ratsdre2009:Q3. In total
N = 309 forecasters appear in the survey over the time period and thgewTreunt of time spent

in the sample is five years or twenty forecasts.

Figure 1 provides an illustration of the raw data used in our analysis. Wssiioe forecast
errors for the nowcast of inflation and output over the entire sample8(12009) with lines of
different colours corresponding to different individual forecest&he figure illustrates two aspects

of forecasting that we noted earlier.

First, the figure makes it clear that for most periods, there is a signifieantnon element
across forecasters in their errors, so that for some quarters almestaaf are positive while for
other periods almost all are negative. The importance of this common comtpexyains why
our measure of perfomance normalises the individual squared egrahe laverage squared error
for that period. Second, the significant reduction in variation in the &steerrors from the mid-
1980s onwards, which corresponds with the “great moderation”, idleotd his result has been
commented upon before by Stock and Watson (2005, 2006) and D’Agp&iannone and Surico
(2006) amongst others from a forecasting perspective. In our sinalye assess the robustness of
our findings by performing our analysis on pre- and post-moderationlearap well as the full

sample.

“The data used are taken from the website of the Federal Reserve BRhitaalelphia.



4. Resaults

We present our results in two ways, graphically and in tables.

4.1. Resultsfor All Forecasters

Table 1 provides the results from applying our method to the full sample of@@8asters. The
figures in the rows of the table are the scores corresponding to vargoosriles of the empirical
distribution of forecasting performance for our four types of forec@GDP current quarter and next
year, inflation over the current quarter and over the next year).figibees in brackets correspond

to the fifth and ninety-fifth percentiles generated from our bootstrap disitifs.

Table 1 can be read as follows. Taking the figures in the first row, 0.2¢®iscore obtained
by the forecaster who was placed at the fifth percentile in projectingrduguearter GDP i.e. the
forecaster who performed better than 95 percent of other foresa$tee figures underneath (0.156-
0.326) correspond to the fifth and ninety-fifth percentiles of the 1000 sintldateres for forecast-
ers who placed in this position. In other words, five percent of our ramtsimulations produced
fifth percentile scores less than 0.156 and five percent produceddiftiemtile scores greater than
0.326 (since these are average normalised square errors, low sabcese a good performance).
Because the realized first-percentile score of 0.249 fits comfortably ineketthese two figures,
we can conclude that the actual fifth percentile forecasters of cuquemter GDP were not statisti-
cally significantly different from what would be obtained under a distrilbutionsistent with equal
underlying ability.

More generally, the results from this table show that scores of the toprperng forecasters—
those in the upper fifth percentiles for forecasting current quartetiorilas well as year-ahead
forecasts for GDP and inflation—are generally well inside the ninety fiftogyeile bootstrap in-
tervals generated from random reassignment. The middle percentilesarhffigcal distribution
have scores that are lower than the bootstrap distribution (implying lonasdar these percentiles
than generated under the null of equal underlying ability). Becausesétage scores from the re-
alised and bootstrap distributions are the same by construction, thesdsatebgfscores for the

poorer forecasters that are higher than generated by the bootstraputizns.



This pattern is not well picked up by the specific percentiles reported ite Tabut can be
understood better from Figure 2. This figure shows the cumulative digtnibéunction (CDF)
from the SPF data (the dark line) along with the fifth, median, and ninety-fiftiidbrap percentiles
for each position in the distribution (the thin lines). The empirical CDF genestlys close to these
bootstrap distributions, with the main deviations being somewhat lower scottes imiddle of the
empirical distribution being offset by somewhat higher scores for sonteeoiveakest performers.
(These patterns are a bit hard to see for current quarter forecagtfldtion because the scores for

some of the poor performers are so big relative to the majority of other panisip)

4.2. Resultsfor Restricted Samples of Forecasters

One potential problem with these results is that they treat all forecastaadlygqvhether they
contributed two forecasts and then left the SPF panel or whether thegdsitayhe panel for ten
years. Thus, some of the “best” forecasters—both in the data and irootstiap simulations—are
people (either real or imagined) who participated in a small number of ssievay got lucky. So,
for example, the best performing forecaster for current quartetioilénas a normalised average
square error of 0.000; similarly, the fifth bootstrap percentiles for lmsichsters are also zero.
To reduce the influence of those forecasters who participated in a smallienwof editions of the
survey, we repeat our exercise excluding all forecasters whadadvess than ten forecasts. Thus,

we restrict our attention to those who have participated in the survey fasittigo and a half years.

Table 2 and Figure 3 provide the results from this exercise. In relation tbdasieforecasters,
the results here are mixed. The best forecasters for current qirdlagion and year-ahead GDP
are significantly better than those generated by the bootstrap simulations vehleshforecasters
for current quarter GDP and year-ahead inflation are not. Howbeyond the very top of the
distribution, the forecasters in the top half of the distribution generally alé lsmores that are
superior to those generated from the bootstrapping exercise. Thanseitiemerges most clearly
from Figure 3 is that these significantly low scores are offset by a relgtamall number of very
bad performances that are far worse than predicted by the bootsttaputisns. In other words,
the empirical distribution differs mainly from those generated under the gplbthesis of equal

forecaster performance in having a small number of very bad foresaste
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This result provides an answer to the question posed in our title. Some$tees really are
better than others. However, a better way to phrase this result is that soacadters really are
worse than others. This raises a final question: If we excluded thoseafsters who clearly per-
formed badly, can we find evidence that there are significant diffeseamong the rest. To get
at the answer to this question, we re-run our bootstrapping exercisexstiliding those with less
than ten forecasts but this time also excluding those forecasters whd semse than the eightieth

percentile. These results are presented in Table 3 and Figure 4.

We draw two principal conclusions from these results. First, in relation tbeiseforecasters
in the SPF, these performances are not statistically different relative wpiher ends of the dis-
tributions generated from the bootstrap exercise based on randondjgréag the forecasts from
this best eightieth percent of forecasters. Second, looking at Figuhe £mpirical distributions
for GDP and inflation at both horizons are, at almost all points in the distrinuiry close to the

bootstrap distributions.

The principal conclusion that we draw from these results is that apant e strong evidence
that there is some forecasters who perform very poorly in the SPRpelecause they do not take
participation in the survey very seriously, there is limited evidence for innfferehces between

the remaining eighty percent or so of participating forecasters.

4.3. Pre- and Post-1985 Samples

As a final exercise, we performed our analysis using samples restrid¢teslgoe- and post-moderation,
which we date here as 1985. It may be that the nature of forecastingathaignificantly with the
onset of this moderation, so it may be worth checking whether these twalpgemerate very dif-
ferent results. Figures 5 and 9 show the data for individual foreasts from these two periods,

while Figures 6-8 and Figures 10-12 replicate Figures 2-4 for thesgaegwo samples.

While there are some differences the general flavour of the resultsretty pimilar across
the two time periods. The unrestricted distributions (including all forecadtégsres 6 and 10)
are very similar to the bootstrap distributions, particularly for those with lowameerror scores.
When attention is restricted to those with ten or more forecasts (Figures 71utkdete is some

evidence that the better performers have lower scores than geneydtedlmotstrap distributions,
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particularly for inflation. However, these deviations are mainly accouraedy the very poor
perfomances of a small number of bad forecasters. When attention ietezbtio the best 80
percent of forecasters (Figures 8 and 12) the shape of the acttrithudions are generally very

close to those generated by the bootstrap with random reassignment.

5. Conclusions

This paper has presented a new test for assessing whether perderdifierences among forecast-
ers reflect innate differences in forecasting ability and applies the teatadrom the Survey of Pro-
fessional Forecasters. We calculated a distribution of the performdrncdividual forecasters—
based on a new measure of forecasting performance that combinetathve rgerformance of the
forecaster with the absolute scale of their errors—and compared thésleudisns with the out-
comes that would have been obtained had the actual forecasts beemhanehssigned to different

forecasters each period.

Based on forecasts for output and inflation over the period 1968 to, 200%esults suggest
there is only limited evidence for the idea that some forecasters are innatedy than others, i.e.
that there is a small number of really good forecasters. A sizeable minoeitynawever, found
to be significantly worse than the bootstrap estimate. Simulations show that Senpeeof this
underperforming group tends to result in a rather flattering appraidatefasters at the upper end
of the performance scale. However, once the sample is restricted to exbkiavorst-performing

quintile, there is very limited evidence for some forecasters significantly datpgng the rest.

On balance, we conclude that most of the participants in the Survey @93iohal Forecasters

appear to have approximately equal forecasting ability.
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Table 1: Distribution of Forecasting Performance With Bootstrap 5th andPéitentiles

Percentiles
1 quarter Best 5 25 50 75 Worst
GDP 0.016 0.249 0.578 0.792 1.170 21.501

(0.000-0.025) (0.156-0.326)  (0.632-0.710)  (0.866-0)927(1.116-1.206)  (3.743 - 15.802)
Inflation 0.000 0.232 0.536 0.761 1.189 9.622

(0.000-0.022)  (0.178-0.319)  (0.606-0.687)  (0.850-0)9181.127-1.227)  (3.718 - 16.037)

1 year Best 5 25 50 75 Worst

GDP 0.016 0.316 0.571 0.793 1.154 8.758
(0.008-0.131)  (0.212-0.384)  (0.642-0.715)  (0.861-0)9231.104-1.192)  (3.622-22.009)

Inflation 0.033 0.359 0.627 0.798 1.143 7.615

(0.000-0.058) (0.265-0.415)  (0.660-0.730)  (0.876-0)9341.113-1.200)  (3.400 - 15.410)

Note: The table reports the empirical distribution of forecaster perfoceéor 309 forecasters from the SPF. The measure
of forecaster performance, which is the average of the normalisededjerrorF;; as defined in equation (3) of the paper.
The figures in brackets refer to the fifth and ninety-fifth percentilesrgéee by the bootstrap distribution obtained under
the null hypothesis of equal forecaster ability.
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Table 2: Distribution of Forecasting Performance: Restricted to Those Witle@st 10 Forecasts

Percentiles
1 quarter Best 5 25 50 75 Worst

GDP 0.321 0.503 0.655 0.825 1.131 6.742

(0.255-0.482) (0.531-0.632) (0.756-0.817) (0.921-0)97§1.112-1.191) (1.957 - 3.362)

Inflation 0.232 0.458 0.629 0.782 1.039 3.728

(0.243-0.455) (0.560-0.651) (0.760-0.822) (0.919-0)97§1.105-1.182) (1.916 - 3.362)

1 year Best 5 25 50 75 Worst

GDP 0.321 0.500 0.635 0.836 1.146 2.901
(0.327-0.511) (0.537-0.632) (0.744-0.811) (0.912-0)9721.105-1.190)  (1.986 - 4.035)
Inflation 0.408 0.500 0.695 0.883 1.111 4,720

(0.330-0.529) (0.560-0.651) (0.760-0.822) (0.919-0)97§1.105-1.182) (1.916 - 3.362)

Note: The table reports the empirical distribution of forecaster perfocaéor the 176 forecasters who contributed at
least ten quarterly forecasts to the SPF between 1968 and 2009. Tharmeéforecaster performance, which is the
average of the normalised squared eridy, as defined in equation (3) of the paper. The figures in brackets refer to
the fifth and ninety-fifth percentiles generated by the bootstrap distribubitained under the null hypothesis of equal
forecaster ability.
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Table 3: Distribution of Forecasting Performance: Best 80 Percent Witleést 10 Forecasts

Percentiles
1 quarter Best 5 25 50 75 Worst

GDP 0.405 0.591 0.728 0.935 1.178 2.171

(0.320-0.560) (0.589-0.693) (0.805-0.863) (0.949 - 0)997(1.100 - 1.165)  (1.640 - 2.538)

Inflation 0.337 0.593 0.751 0.940 1.166 2.381

(0.301-0.545) (0.577-0.685) (0.800-0.859) (0.948 - 0)997(1.103 - 1.170)  (1.666 - 2.598)

1 year Best 5 25 50 75 Worst

GDP 0.436 0.641 0.795 0.944 1.156 1.952

(0.417-0.617) (0.624-0.719) (0.813-0.870)  (0.946 - 0)9951.088 - 1.155)  (1.605 - 2.476)

Inflation 0.438 0.595 0.806 0.972 1.182 2.144

(0.389-0.612) (0.628-0.724) (0.821-0.876) (0.953 - 0)9991.092 - 1.155)  (1.558 - 2.347)

Note: The table reports the empirical distribution of forecaster perfocedor the best-performing eighty percent of
the 126 forecasters who contributed at least ten quarterly forecasts 8Pt between 1968 and 2009. The measure of
forecaster performance, which is the average of the normalisedesheaor,F;; as defined in equation (3) of the paper.
The figures in brackets refer to the fifth and ninety-fifth percentilesgéee by the bootstrap distribution obtained under
the null hypothesis of equal forecaster ability.



17

Figure 1:Output and Inflation Forecast Errors
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Figure 2:Actual and Bootstrap Distributions (5th, 50th, 95th Percentiles): All Fasters
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Figure 3:Actual and Bootstrap Distributions: Minimum of Ten Forecasts
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Figure 4:Actual and Bootstrap Distributions: Minimum of Ten Forecasts (Best 80<ip¢)
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Pre-85 Sample

Figure 5:Output and Inflation Forecast Errors
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Figure 6:Actual and Bootstrap Distributions (5th, 50th, 95th Percentiles): All Fasters
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Figure 7:Actual and Bootstrap Distributions: Minimum of Ten Forecasts
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Figure 8:Actual and Bootstrap Distributions: Minimum of Ten Forecasts (Best 80<ip¢)
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Post-85 Sample

Figure 9:Output and Inflation Forecast Errors
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Figure 10:Actual and Bootstrap Distributions (5th, 50th, 95th Percentiles): All Fasters

GDP h=1

100

150

100

150

INFL h=1

50 100

INFL h=5

150

50 100

150



27

Figure 11:Actual and Bootstrap Distributions: Minimum of Ten Forecasts (Best 86cih¢)
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Figure 12:Actual and Bootstrap Distributions: Minimum of Ten Forecasts (Best 86ci¢)
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